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Abstract 

This research aims to create a vehicle plate detection and recognition system with Cascade Classifier, Support Vector Machine (SVM) and 

Optical Character Recognition (OCR). Cascade Classifier with Local Binary Patterns (LBP) descriptor is used to detect the car licence 

plate (Coarse Location). SVM is used to reduce plate candidate detection error and the execution time. Optical Character Recognition 

(OCR) is used to recognize the characters in plates. The system test is performed using 19 video data of moving vehicles at night and rain 

conditions. Each video has a duration of 30 seconds and contains 4-10 cars per video. The testing results show reduction of the execution 

time of vehicle plate recognition system which reached 60% with the average accuracy of plate recognition 61.94%.  
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1. Introduction 

Research on plate detection or plate recognition become 

an interesting topic and has been widely practiced in the 

last two decades that is part of the field of intelligent 

transportation systems. Some utilization of vehicle license 

recognition are in parking applications, traffic monitoring, 

and vehicle traffic controlling [1, 2]. 

Although vehicle plates are very easy to be recognized 

by humans, they leave a problem or challenge if applied in 

a computer system, especially in rain and night conditions 

[3]. The ones that are still a challenge in various studies 

start from plate detection, detection image enhancement, 

and plate character recognition [4]. 

The research that has been done by Xiao-Hua in 2014 

about vehicle plate recognition combining two methods of 

Pulse Couple Neural Networks (PCNN) and Template 

Matching (TM). In this study, PCNN is applied to segment 

a gray image that contains the plates and character 

extraction of the detected plates while TM is used for 

character recognition. However, plate recognition under 

irregular lighting became an obstacle in this study [5]. 

In 2015, Bunay et al also study about the recognition of 

vehicle plates that proposed hybrid techniques with Neural 

Network (NN) and TM methods. Recognition accuracy 

resulted from this study reached 100%. The data were 

taken in normal light conditions [6]. 

Animesh et al. have also studied plate recognition with 

complex backgrounds using the Morphological Approach 

and TM methods. The plate studied consists of two lines, 

where the first line contains texts and the second line 

includes numbers. This study has a recognition accuracy of 

88.8%. However this research is still focused on the 

recognition of static images and one vehicle object [7]. 

The present research focuses on minimizing execution 

time on the system to detect and recognize moving vehicle 

plates at night and rain conditions. The Support Vector 

Machine (SVM) method is added to the classification 

process to reduce the execution time. 

This paper is organized as follows: the following section 

describes literature review. Section 3 is proposed method 

which describes the algorithm of the vehicle plate coarse 

location detection, plate candidate preprocessing, vehicle 

plate precise location detection, and the plate candidate 

recognition. Section 4 provides results and discussions. 

Finally, the conclusions and further research are described 

in Section 5. 
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2. Literature Review 

 

2.1. Local Binary Pattern 

Local Binary Pattern (LBP) is a binary code describes 

local texture patterns. It is built with a boundary 

environment with gray values from its center [8]. An 

example of LBP computing at 3x3 pixels is shown in Fig. 

1. The basic version of LBP uses the center pixel value as a 

threshold for 3x3 neighbor pixels. The threshold operation 

creates a binary pattern that represents the texture 

characteristics. The equation for the basic version of LBP is 

shown in Eq. 1 [9]: 

 

 𝐿𝐵𝑃(𝑥𝑐 , 𝑦𝑐) = ∑ 2𝑛g(𝐼𝑛 − 𝐼(
7

𝑛=0
𝑥𝑐 , 𝑦𝑐)) (1) 

 

 

𝐿𝐵𝑃(𝑥𝑐 , 𝑦𝑐) is LBP value in the centre pixel (𝑥𝑐 , 𝑦𝑐). And 

then, , 𝐼𝑛 and 𝐼(𝑥𝑐 , 𝑦𝑐) are the neighbor pixel values and the 

center of each pixel. Index 𝑛  is an index of neighbour 

pixels. The function 𝑔(𝑥) = 0 if  𝑥 < 0 and  𝑔(𝑥) = 1 if 

𝑥 ≥ 0. 

 

 
Figure 1. LBP Pixels Counting Process 

 

In Fig. 1, the value 54 as a central pixel is selected to be 

a threshold. The neighbor pixel value becomes 0 if the 

value is less than 54. Meanwhile, the neighbor pixel value 

becomes 1 if the pixel value is greater than or equal to 54. 

Then the LBP value is obtained through the result of scalar 

multiplication between binary matrix (threshold) and 

weight. Therefore, the LBP value of the 3x3 matrix in Fig. 

2 assigned 1 + 32 + 64 + 128 or equal to 225. 

 

2.2. Normalization 

Normalization is the process of scaling attribute values 

or variables of a data so that values can be in a certain 

range. The result of normalization data (yij) is calculated 

based on the following Eq. 2. 

 

 𝑦𝑖𝑗 =
𝑥𝑖𝑗

√∑(𝑥𝑖𝑗
2)

 (2) 

where: 

x =  data 

i =  row index 

j =  colomn index 

 

2.3. Support Vector Machine 

Support Vector Machine (SVM) is a prediction 

technique that can be used for cases classification and 

regression. SVM uses linear basic classifier principles, but 

has been developed to work on nonlinear problems by 

incorporating kernel concepts in high-dimensional 

workspaces. The basic idea of this technique is to find the 

best hyperplane by maximizing the hyperplane margin that 

serves as a separator of two data classes in the input space. 

Hyperplane with maximal margin will give better 

generalization on the classification method, so the result is 

more accurate [10]. 

Figure 2 shows an illustration of the SVM method in 

maximizing hyperplane boundaries [11]. Various 

alternative lines of discrimination (discrimination 

boundaries) are shown in Fig. 2(a), in which some patterns 

are members of two classes namely +1 and -1. Patterns 

belonging to class -1 are symbolized in red (box), while the 

pattern in class +1, symbolized by yellow (circle). The 

classification problem can be solved by finding a 

hyperplane that separates the two groups. 

The best separator hyperplane between the two classes 

can be found by measuring the hyperplane's margins and 

searching for the maximum point. Margin is the distance 

between the hyperplane and the nearest pattern of each 

class. The closest pattern of the hyperplane is called 

support vector. The solid line in Fig. 2(b) shows the best 

hyperplane, which is located right in the middle of the two 

classes while the red and yellow dots that are in the black 

circle is the support vector. 

 
(a) 
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(b) 

 

Figure 2. Finding Best Hyperplane Process 

a. Alternative Hyperplane; b. Best Hyperplane 

 

Suppose there are data denoted as xi: 

 

 𝑥𝑖  ∈ ℜD, 𝑖 = 1,2, … , 𝑁 (3) 

 

where N is the number of data with the positive class which 

is denoted as +1 and the negative class which is denoted as 

-1. Then each data and class label is denoted as [12]: 

 

 𝑦𝑖  ∈ {−1, +1} (4) 

 

It is further assumed that both classes can be perfectly 

separated by the hyperplane defined as [13]: 

 

 𝑓(𝑥) = 𝑤. 𝑥 + 𝑏 (5) 

 

so the obtained equation is: 

 

 [(𝑤. 𝑥𝑖) + 𝑏] ≥ 1 𝑓𝑜𝑟 𝑦𝑖 = +1  

 [(𝑤. 𝑥𝑖) + 𝑏] ≤ −1 𝑓𝑜𝑟 𝑦𝑖 = −1 (6) 

 

with 𝑥𝑖  = training dataset 𝑖 = 1,2, … 𝑛 and 𝑦𝑖  = class label 

of 𝑥𝑖. 

Hyperplane is best obtained by searching for a 

hyperplane located in the middle of two class dividing 

areas. The best position is equal to maximizing the margin 

or distance between the hyperplane and the nearest object. 

The best hyperplane determination can be formulated into 

Quadratic Programming (QP) Problem that minimizes [13]: 
 

 
||𝑤||2

 2
 (7) 

 

provided that 𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) ≥ 1,       𝑖 = 1,2,3, … 𝑛. 

The solution for optimization is solved by using the 

Lagrange function as follows [14]: 

 

 𝐿(𝑤, 𝑏, 𝛼) =
1

2
||𝑤||2 − Σ𝑖=1

𝑛 𝛼𝑖{𝑦𝑖[(𝑤. 𝑥𝑖) + 𝑏] − 1} (8) 

with 𝛼𝑖  = multiplier Lagrange function and 𝑖 = 1,2, … 𝑛. 

The optimal value can be calculated by maximizing L 

against 𝛼𝑖, and minimizing L against 𝑤 and 𝑏 as the case of 

dual problems [15]: 

  

 𝑚𝑎𝑥𝛼𝑊(𝛼) = 𝑚𝑎𝑥𝛼(𝑚𝑖𝑛𝑤,𝑏𝐿(𝑤, 𝑏, 𝛼)) (9) 

 

The minimum value of the Lagrange function is given 

by [16]: 

 

 
𝜕𝐿

𝜕𝑏
= 0 ⇒ Σ𝑖=1

𝑛 𝛼𝑖𝑦𝑖 = 0  

 
𝜕𝐿

𝜕𝑤
= 0 ⇒ 𝑤 = Σ𝑖=1

𝑛 𝛼𝑖𝑥𝑖𝑦𝑖 (10) 

 
To simplify, the Eq. 10 must be transformed into  

the Lagrange Multiplier function itself, thus becoming [13]: 

 

 𝐿(𝑤, 𝑏, 𝑎) =
1

2
𝑤𝑇𝑤 − Σ𝑖=1

𝑛 𝛼𝑖𝑦𝑖(𝑤𝑇 . 𝑥𝑖) − 𝑏Σ𝑖=1
𝑛 𝛼𝑖𝑦𝑖 +

Σ𝑖=1
𝑛 𝛼𝑖  (11) 

 

become [17]: 

 

 𝐿𝑑 = Σ𝑖=1
𝑛 𝛼𝑖 −

1

2
Σ𝑖=1

𝑛 Σ𝑗=1
𝑛 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗 x𝑖

𝑇 . 𝑥𝑗  (12) 

 

and obtained dual problems: 

 

with limits, 

 𝛼 ≥ 0,    𝑖 = 1,2, … , 𝑛    𝑑𝑎𝑛   Σ𝑖=1
𝑛 𝛼𝑖𝑦𝑖 = 0 (13) 

 

The training data with 𝛼 ≥ 0 which lies in hyperplane 

called support vector. The training data which is not 

located on the hyperplane has 𝛼𝑖 = 0. 

Not all data can be separated linearly. However, SVM 

can also work on nonlinear data by applying the kernel 

approach to the initial data set data feature. The kernel 

function used to map the initial dimension (lower 

dimension) of the data is set to a new dimension (relatively 

higher dimension). So the data is mapped to a higher 

dimension to find the hyperplane. Suppose there is data on 

the input space denoted as [12]: 

 

 ({𝑥𝑖  ∈ ℜ𝐷}) (14) 

 

where D is the data dimension. It must be mapped to a 

new dimension of higher definition space (feature space) 

defined as: 

 

 ({𝑥′𝑖  ∈ ℜ𝑄}) (15) 

 

The method used is kernel method in which a data 𝑥 is 

mapped by the function 𝜙: 𝑥 → 𝜙(𝑥) [19]. This sorting is 

done while maintaining the data characteristics. For 

example, if there are two data whose distance is closer to 

the input space then the feature space space must also be 

adjacent and vice versa. Thus, the two classes can be 

separated linearly by a hyperplane [12]. So: 
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 𝜙 ∶ ℜ𝐷 → ℜ𝑄 , 𝐷 < 𝑄 (16) 

 

Furthermore, the same training process as Linear SVM. 

The learning process in SVM in finding support vector 

points depends only on the dot product of both vectors (𝑥𝑖) 

and (𝑥𝑗) which have been transformed to feature space, i.e. 

φ 𝜙(𝑥𝑖). 𝜙(𝑥𝑗). The dot product value of these two vectors 

can be calculated indirectly, i.e. without knowing the 

transformation function 𝜙 . This technique is called the 

kernel trick, which is counting the dot product of two 

vectors in the feature space by using the two vector 

components in the input space formulated as follows [12]: 

 

 𝐾(𝑥𝑖 , 𝑥𝑗) =  𝜙(𝑥𝑖). 𝜙(𝑥𝑗) (17) 

 

To perform non-linear classification on SVM against 

data testing 𝑥, then formulated as follows: 

 

𝑓(𝜙(𝑥)) =  𝑤. 𝜙(𝑥) + 𝑏 

=  ∑ 𝛼𝑖𝑦𝑖

𝑁

𝑖=1,𝑥𝑖∈𝑆𝑉

𝜙(𝑥). 𝜙(𝑥𝑖) + 𝑏 

 =  ∑ 𝛼𝑖𝑦𝑖
𝑁
𝑖=1,𝑥𝑖∈𝑆𝑉 𝐾(𝑥, 𝑥𝑖) + 𝑏 (18) 

 

where Support Vector (SV) is a subset of training data with 

a non-negative α. So classification of two classes can be 

done if 𝑓(𝜙(𝑥)) < 0, then class 1 and if 𝑓(𝜙(𝑥)) > 0, then 

the class is +1. 

 

2.4. Optical Character Recognition 

Optical Character Recognition (OCR) is a computer 

technology that can recognize characters in letters and 

numbers, whether from a printer (printer or typewriter) or 

from handwriting. 

To use OCR, RGB image has to be converted into a 

binary image called thresholding process. The threshold 

value becomes very influential, where pixels that have 

values below the threshold become black, and pixels that 

have values above the threshold become white. However, 

many of the images encountered have rather large contrast 

ranges. In this case, a more sophisticated method for 

thresholding is required to get suitable results [18]. 

To get better character recognition results, an image 

enhancement process is required before performing OCR. 

One of the methods that can be used is Top Hat Transform.  

 

3. Proposed Method 

 

The system stages proposed in this study are shown in 

Fig. 3. 

 

Figure 3. Flowchart of the proposed recognition system 

3.1. Vehicle Plate Coarse Location Detection 

The formation of the plate detection model proposed in 

this research uses the cascade classifier method because it 

has the advantage of being able to detect objects that have 

different sizes and be able to identify multi-objects. Then 

the descriptor used is LBP which is useful to describe the 

features of the image feature. LBP is defined as an 

invariant grayscale texture size, derived from the general 

definition of texture in the surrounding area. The plate 

coarse location detection training process in this study is 

shown in Fig. 4. 
 The training process of detection of plate candidates 

using two data, namely 1700 positive data frame and 3400 

negative data as seen in Fig. 5. Parameters used are False 

Alarm Rate with value 0.2 and Number Stages for LBP set 

20 to maximize training. 

 Based on the results of the analysis on the training 

process, obtained the size of the bounding box for the 

vehicle plate that has a wide range between 45 px – 70 px 

and long range between 150 px – 250 px. So all the 

detection results of plate candidate sized beyond the 

bounding box size are removed. Fig. 6 shows the bounding 

box results of the plate candidates detected by LBP. While, 

Fig. 7 shows the effect of cutting the bounding box of the 

plate candidate that has been recognized. 
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Figure 4. Plate Coarse Location Detection Training Process with LBP 

 

 

(a) 

 

 
(b) 

 

Figure 5. LBP Training Data 

(a) Positive Sample; (b) Negative Sample 
 

 
Figure 6. Bounding box Results example of the Plate Candidates Detected 

by LBP 

There are many plate candidates detected incorrectly in 

Fig. 6. SVM method is added in the classification process 

to solve the problem. In addition, the plate candidate in Fig. 

7 have different size, so it is necessary through the 

preprocessing process. 

Figure 7. The example of plate candidate detected by LBP 

3.2. Plate Candidate Preprocessing 

Preprocessing the image of the plate candidate is 

required before performing the classification process using 

the SVM method. The first part, image conversion to 

grayscale. The second part, resizing the image become 14 x 

42 px. This process is done to uniform all plate candidate 

matrices. The third part, normalization for scaling the value 

of each data. The recommended value of each plate 

candidate lies within the range of different values. After 

normalization, all features will be within the same value 

range [10]. So normalization is done by using Eq. 2 which 

produces all features within the same range of values. 

3.3. Vehicle Plate Precise Location Detection 

Detection of vehicle plates in a precise location in the 

research is a classification process using SVM method 

shown in Fig. 8. 

In this study, the training data used were 300 plate 

images and 300 non-plate images that shown in Fig. 9. 

 

Figure 8. Plate Precise Location Detection Training Process with SVM 
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(a) 

 
(b) 

 

Figure 9. SVM Training Data 

a. Plate; b. Non-Plate 

 

 

Figure 10. Detection results example using SVM 

After SVM training, the training result model is used 

for a precise location detection testing process using video 

data whose results are shown in Fig. 10, where SVM 

succeeded in reducing the error of false plate candidate 

detection compared to the result of plate candidate 

detection with LBP shown in Fig. 6. 

3.4. Plate Candidate Recognition 

After the Precise Location detection process, then the 

next plate candidate goes into the recognition process using 

the method of Optical Character Recognition (OCR) with 

the addition of image enhancement method that is Top-Hat 

Transform to improve the results of recognition accuracy. 

The plate recognition training process with OCR is shown 

in Fig. 11. 

 

Figure 11. Plate Recognition Training Process with OCR 

 

3.5. System Performance Validation 

The performance of the plate recognition system using 

video data is shown in Fig. 12. The system performance to 

be measured in this study focuses on system execution 

time. Because the speed of the system in the process of 

recognition becomes very important, system validation is 

done by comparing execution time between recognition 

system using precise location detection process using SVM 

and recognition system without precise location detection 

process. 

4. Results and Discussion 

Testing the vehicle plate recognition system on moving 

vehicle at night and rain conditions using 19 videos with a 

duration of 30 seconds and includes 4-10 vehicles per 

video. This research has got average the accuracy of plate 

recognition of 61.94%. 

Comparison of execution time with and without SVM 

in the classification process is shown in Table 1. The table 

shows that the average of execution time with SVM can 

reduce the average execution time of system testing process 

around 60% (=628 seconds). 

The large magnitude of the plate candidate detection 

error in the process with the cascade classifier descriptor 

LBP method makes the recognition system takes a very 

long time. Because the detected plate candidates is detected 

correctly (plates) and those identified incorrectly (non-

plates) all go into the plate recognition stage so that it still 

takes a lot of time for preprocessing before it is recognized. 

While, SVM be able to reduce the number of plate 

candidates is processed into recognition system so that the 

execution time becomes faster. 

Table 1. Comparison of Execution Time 

Video 
Execution Time (second) 

With SVM Without SVM 

1 383 923 

2 364 1031 

3 394 1208 

4 360 1197 

5 402 902 

6 498 1258 

7 471 1229 

8 452 1067 

9 330 1309 

10 328 1120 

11 402 1194 

12 468 1112 

13 415 1140 

14 365 890 
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15 568 1244 

16 311 927 

17 429 664 

18 495 798 

19 379 528 

Average 411 1039 

 

5. Conclusion 

 The moving vehicle plate recognition system at night 

and rain conditions have its challenges because the system 

should have a fast execution time to ease the development 

of the system into real time. This research succeeded in 

reducing the execution time of system testing on video data 

by adding SVM classification process for plate candidates 

and not plates from average 1039 seconds to 411 seconds 

(= 60%). 

For further research, the execution time of the system 

should be reduced again, and the accuracy of plate 

recognition also needs to be improved. Image enhancement 

method is one of the alternatives to enhance the image 

quality of plate candidates before being recognized.  

 

 
Figure 12. Plate Recognition System Validation Process in Data Video 
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